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OUTLINE

● What are counterfactual explanations (CFEs) and why are 

they important/interesting?

● Challenges with selecting/generating CFEs

● Reasons why LLMs might do well as CFE generators

● Proposed method for assessing LLMs as CFE generators

● Preliminary results for GPT

● Open questions & discussion



  

”Your loan 
application has 
been declined.”

”Why?”

”Had you earned 
more than €2500, 

we would have  
granted you the 

loan.”

Counterfactual explanation



  

COUNTERFACTUAL EXPLANATIONS

● Often used in human explanatory dialogue even when not 

explicitly requested (Hilton 1990)
– ”Every why question ... has an implicit rather than built into it”

● In the context of AI-based/-assisted decision-making, CFEs:
– Provide grounds to contest a decision and guidance on how to receive 

a different (e.g. more desired) outcome in the future (Wachter et al 

2017)

– Can in principle be obtained for opaque models (Wachter et al 2017)



  age

income



  

PROBLEM FORMULATION

● Physical constraints
– e.g. age cannot decrease

● Causal relations between features
– e.g. education level cannot increase without 

increasing age



  

PHYSICAL CONSTRAINTS

age



  

CAUSAL RELATIONS BETWEEN FEATURES

age

education
level



  

ACTIONABILITY 

● Depends on commonsense reasoning and world 

knowledge

● Cannot be inferred from (typical) datasets used 

to train predictive models



  



  

CURRENT STATE OF ART

● Guidotti (2022) reviewed ~80 CFE methods

● Strategies for selecting/generating CFEs: 

optimization, heuristic search, instance-based, 

decision tree

● Some (~20) take actionability into account



  

CURRENT STATE OF ART

DiCE (Mothilal et al 2020)
– Manually mark features as mutable/immutable

– Manually set weights for difficulty of changing 

feature values



  



  

CURRENT STATE OF ART

DiCE (Mothilal et al 2020)
– Manually mark features as mutable/immutable

– Manually set weights for difficulty of changing 

feature values

– Doesn’t handle:
● Constraints concerning changes in input (e.g. decreasing 

age)
● Causal relations between features (e.g. increase education 

level → increase age)



  

CURRENT STATE OF ART

FACE (Poyiadzi et al. 2020)
– Depends on actionability function



  



  

CURRENT STATE OF ART

FACE (Poyiadzi et al. 2020)
– Depends on actionability function

– No suggestion for how to define/infer such a 

function



  

CURRENT STATE OF ART

In summary, no solution offered for how to 

define or learn actionability constraints



  

LARGE LANGUAGE MODELS

Display strong results on many benchmarks 

related to commonsense reasoning and world 

knowledge
– HellaSwag: Current leader (GPT-4) on par with 

human accuracy (~95%)

– WinoGrande: Current leader (GPT-4) scores 86%; 

human performance 94%



  Srivastava et al (2022)



  

HYPOTHESIS

Assuming that LLMs indeed have strong 

capabilities in commonsense reasoning and 

world knowledge, they should also be able to 

apply actionability constraints 



  

RESEARCH QUESTION

To what extent do SOTA LLMs take actionability 

into account when tasked to generate CFEs?



  

METHOD

● Embed classifier into prompt of the LLM

● Collect responses for simulated user inputs

● Analyze responses w.r.t. actionability



  

STUDIED MODELS

● GPT 3.5 (gpt-3.5-turbo-0613) 

● GPT 4 (gpt-4-0613)



  

PROMPT DESIGN

● Desiderata:
– Stimulates generation of CFEs

– Does not contain explicit actionability critiera (e.g. to 

avoid infeasible suggestions such as reducing one’s 

age)

● Search method: Trial and error



  

EXPERIMENT 1A: PHYSICAL CONSTRAINT

You are a chatbot deployed by a bank to help customers 

get credit from the bank.

Credit is granted if the following condition concerning 

the applicant is met:

• 30 ≤ age ≤ 40

If the customer is currently not eligible, but the 

customer could potentially become eligible through a 

change in circumstances, you communicate what such a 

change in circumstances would look like.



  

EXPERIMENT 1A: PHYSICAL CONSTRAINT

User input template:
I would like to know if I'm eligible for 

credit. (I'm <X> years old | I turn <X> 

next month | I turned <X> last month).

– X is integer in [25, 29] (below eligible range) or in 

[41, 45] (above eligible range)



  

System: You are a chatbot 

deployed by a bank to help 

customers get credit from the 

bank.

Credit is granted if the 

following conditions concerning 

the applicant are met:

• 30 ≤ age ≤ 40

(…)

User: I would like to know if 

I'm eligible for credit. I'm 26 

years old. (…)

Classifier

CFE generator

[26, ...] ?

LLM ?

Actionability 
constraints



  

RESULTS

User: I would like to know if I'm eligible for credit. I'm 26 years 

old.

Age can be increased

GPT 3.5: Thank you for your interest in credit. Unfortunately, 

based on the age requirement set by the bank, you are currently 

not eligible for credit as you are 26 years old. To become eligible, 

you would need to wait until you reach the age of 30.



  

RESULTS

User: I would like to know if I'm eligible for credit. I'm 26 years 

old.

Age can be increased

GPT 4: Based on the age criteria set by the bank, you are 

currently not eligible for credit as you are 26 years old. However, 

you could potentially become eligible once you reach the age of 30. 

Please feel free to contact us again at that time.



  

RESULTS

User: I would like to know if I'm eligible for credit. I'm 41 years 

old.

Age can be decreased

GPT 3.5: I'm sorry, but based on the condition set by the bank, 

the eligibility criteria for credit is that the applicant's age should 

be between 30 and 40. As you are 41 years old, you are currently 

not eligible for credit. However, if you have any changes in 

circumstances, such as a decrease in age, you may become eligible.



  

RESULTS

User: I would like to know if I'm eligible for credit. I'm 41 years 

old.

No recommendation to decrease age

GPT 4: I'm sorry, but based on the age criteria set by the bank, 

you are currently not eligible for credit as the age range is 

between 30 and 40. Unfortunately, age is not a factor that can be 

changed. However, we have other financial products and services 

that may suit your needs. I recommend speaking with one of our 

financial advisors for more personalized advice.



  



  

RESULTS

● GPT 3.5 consistently treats age as property that 

can change in both directions

● GPT 4 consistently treats age as property that 

can only be increased



  

EXPERIMENT 1B: PHYSICAL CONSTRAINT

You are a chatbot deployed by a bank to help customers 

get credit from the bank.

Credit is granted if at least one of the following 

conditions concerning the applicant is met:

• 30 ≤ age ≤ 40

• monthly income ≥ €2000

If the customer is currently not eligible, but the 

customer could potentially become eligible through a 

change in circumstances, you communicate what such a 

change in circumstances would look like.



  

EXPERIMENT 1B: PHYSICAL CONSTRAINT

User input template:
I would like to know if I'm eligible for 

credit. (I'm <X> years old | I turn <X> 

next month | I turned <X> last month). I 

earn €1800 per month.

– X is integer in [25, 29] (below eligible range) or in 

[41, 45] (above eligible range)



  

RESULTS

User: I would like to know if I'm eligible for credit. I'm 25 years 

old. I earn €1800 per month.

Age can be increased

GPT 3.5: (...) In your case, you would need to either increase your 

monthly income to at least €2000 or wait until you reach the age of 

30. (…)



  

RESULTS

User: I would like to know if I'm eligible for credit. I'm 25 years 

old. I earn €1800 per month.

GPT 4: (…) However, you could potentially become eligible in one of 

the following ways:

1. By increasing your monthly income to at least €2000.

2. By applying again when you are between the ages of 30 and 40. 

(...)

Age can be increased



  

RESULTS

User: I would like to know if I'm eligible for credit. I'm 41 years 

old. I earn €1800 per month.

Age can be decreased

GPT 3.5: (…) To become eligible for credit, you would need to meet at 

least one of the following conditions:

1. Increase your monthly income to at least €2000.

2. Decrease your age to be between 30 and 40. (...)



  

RESULTS

User: I would like to know if I'm eligible for credit. I'm 41 years 

old. I earn €1800 per month.

GPT 4: Based on the information you provided, you currently do 

not meet the eligibility criteria for credit. However, you could 

potentially become eligible if your monthly income increases to at 

least €2000.

No recommendation to decrease age



  



  

RESULTS

● GPT 3.5 consistently treats age as property that 

can change in both directions

● GPT 4 consistently treats age as property that 

can only be increased



  

EXPERIMENT 2A: CAUSALITY

You are a chatbot deployed by a bank to help customers 

get credit from the bank.

Credit is granted if the following conditions concerning 

the applicant are met:

• age ≤ 65

• duration of residence ≥ 3 years

If the customer is currently not eligible, but the 

customer could potentially become eligible through a 

change in circumstances, you communicate what such a 

change in circumstances would look like.



  

EXPERIMENT 2A: CAUSALITY

User input template:
I would like to know if I'm eligible for 

credit. I am <X> years old. I have been a 

resident for (1 month|1 year|2 years).

– X is integer in [61, 65]



  

age

duration of 
residence



  

RESULTS

User: I would like to know if I'm eligible for credit. I am 61 years 

old. I have been a resident for 1 month.

Feasible given causal relation between age and residence

GPT 3.5: (…) To become eligible, you would need to reside at your 

current address for at least 3 years. (...)



  

RESULTS

User: I would like to know if I'm eligible for credit. I am 61 years 

old. I have been a resident for 1 month.

GPT 4: (…) To become eligible for credit, you would need to 

continue residing at your current location until you have reached the 

minimum requirement of 3 years.

Feasible given causal relation between age and residence



  

RESULTS

User: I would like to know if I'm eligible for credit. I am 64 years 

old. I have been a resident for 1 year.

Incorrect with respect to embedded algorithm

GPT 3.5: (…) However, if you would like to become eligible for credit, 

you would need to meet the following criteria:

1. Wait until you reach the age of 65.

2. Continue residing at your current address for at least 2 more years 

to meet the minimum duration of residence requirement. (...)



  

RESULTS

User: I would like to know if I'm eligible for credit. I am 64 years 

old. I have been a resident for 1 year.

GPT 4: (…) In order to become eligible for credit, you would need to 

have been a resident for at least 3 years. Therefore, you would 

potentially become eligible after 2 more years of residency.

Infeasible given causal relation between age and residence



  



  

RESULTS

Neither GPT 3.5 nor GPT 4 take causal relation 

between age and duration of residence into 

account



  

EXPERIMENT 2B: CAUSALITY
You are a chatbot deployed by a bank to help customers 

get credit from the bank.

Credit is granted if the following conditions concerning 

the applicant are met:

• age < 30

• education level ≥ university degree (bachelor or 

higher)

If the customer is currently not eligible, but the 

customer could potentially become eligible through a 

change in circumstances, you communicate what such a 

change in circumstances would look like.



  

EXPERIMENT 2B: CAUSALITY

User input template:
I would like to know if I'm eligible for credit. I 

am <X> years old. <Y>.

– X  {20, 25, 27, 29}∈

– Y  {∈

”I have no college or university education”,

”I'm a college student”,

”I'm a first-year undergraduate student”,

”I'm a second-year undergraduate student”,

”I'm a third-year undergraduate student”}



  

RESULTS

User: I would like to know if I'm eligible for credit. I am 20 years 

old. I'm a third-year undergraduate student.

Feasible given causal relation between age and education

GPT 3.5: (…) To become eligible for credit, you would need to 

complete your undergraduate degree and obtain a university degree 

(bachelor or higher). (...)



  

RESULTS

User: I would like to know if I'm eligible for credit. I am 20 years 

old. I'm a third-year undergraduate student.

GPT 4: (…) However, you could potentially become eligible once you 

have completed your degree, given that you meet the age 

requirement. (...)

Feasible given causal relation between age and education



  

RESULTS

User: I would like to know if I'm eligible for credit. I am 29 years 

old. I have no college or university education.

Infeasible given causal relation between age and education

GPT 3.5: (…) To become eligible, you would need to obtain a 

university degree (bachelor or higher).

Once you have completed your university education, you can reapply 

for credit with our bank.



  

RESULTS

User: I would like to know if I'm eligible for credit. I am 29 years 

old. I have no college or university education.

GPT 4: (…) To become eligible, you would need to obtain a university 

degree or higher. We recommend considering further education if you 

are interested in becoming eligible for credit in the future.

Infeasible given causal relation between age and education



  



  

RESULTS

Neither GPT 3.5 nor GPT 4 take causal relation 

between age and level of education into account



  

SUMMARY OF FINDINGS

GPT 3.5 GPT 4

Takes physical constraints into account X ✓
Takes causality into account X X



  

OPEN QUESTIONS

● Root of observed ”failures”
– Insufficient reasoning capabilities / world 

knowledge? (cf. Bender & Koller 2020; Marcus 2022; 

Chomsky et al. 2023)

– Conflict between actionability consideration and 

other desiderata (e.g. agreeableness)?

– Generation problem? (cf. Wei et al 2022; Agrawal et 

al 2023)



  

FOLLOW-UP EXPERIMENT

User: I would like to know if I'm eligible for credit. I'm 41 years old.

GPT 3.5: (...) However, if you have any changes in circumstances, such 

as a decrease in age, you may become eligible.

User: How can age decrease?

GPT 3.5: I apologize for the confusion. Age cannot decrease naturally. I 

misspoke in my previous response. 

To clarify, if you are currently 41 years old and the bank's eligibility 

criteria require an age between 30 and 40, you would not be eligible for 

credit based on age alone. In this case, you would need to explore other 

options or criteria that the bank may consider for credit approval.



  

FOLLOW-UP EXPERIMENT
User: I would like to know if I'm eligible for credit. I am 64 years old. I have 

been a resident for 1 year.

GPT 4: (…) In order to become eligible for credit, you would need to have 

been a resident for at least 3 years. Therefore, you would potentially 

become eligible after 2 more years of residency.

User: So if wait 2 years, then I will become eligible?

GPT 4: Yes, that's correct. If you continue your residency for 2 more years, 

you will meet the duration of residence requirement and become eligible 

for credit, provided that the other conditions are also met.

User: Will the other conditions be met if I wait for 2 years?
GPT 4: Yes, as long as you are still under the age of 65 after 2 years, you will 

meet both the age and duration of residence requirements for credit 

eligibility.



  

FOLLOW-UP EXPERIMENT
User: But if I wait for 2 years, I will be 67.

GPT 4: I apologize for the oversight. You're correct. If you wait for 2 more 

years, you will be 67, which exceeds the age limit for credit eligibility. 

Unfortunately, in this case, you would not be eligible for credit from our 

bank due to the age requirement.



  

OPEN QUESTIONS

● Effects of prompt design
– How much does the choice of prompt affect 

behaviour?

– Would chain-of-thought prompting (Wei et al 2022) 

affect behaviour?



  

OPEN QUESTIONS

● Non-conversational setting
– Same behaviour when GPT is used merely as an 

actionability function in a symbolic setting?

Is the following change in circumstances feasible?

FROM {”age_years”: 64, ”years_of_residence”: 1}

TO {”age_years”: 65, ”years_of_residence”: 3}

Please answer with ”yes” or ”no”.
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THANK YOU!
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